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ABSTRACT
We present and evaluate methods for diversifying search re-
sults to improve personalized web search. A common per-
sonalization approach involves reranking the top N search
results such that documents likely to be preferred by the user
are presented higher. The usefulness of reranking is limited
in part by the number and diversity of results considered.
We propose three methods to increase the diversity of the
top results and evaluate the effectiveness of these methods.

Categories and Subject Descriptors
H.3.3 [Information Storage and Retrieval]: Information
Search and Retrieval

General Terms: Algorithms, Measurement

Keywords: Personalized web search, Result diversity

1. INTRODUCTION
Personalizing search results for individual users is increas-

ingly being recognized as an important future direction for
web search [3, 5, 6, 7]. Providing results specific to individ-
ual users is particularly important because different users
expect different information even given the same query [4].
One proposed approach involves providing a user profile to
the search engine, which can then use it to bias search re-
sults toward the user’s interests. However, this requires the
search engine to perform the personalization at additional
computational expense, and requires that the user trusts the
search engine with her profile. In this work, we focus on an
alternative approach that runs entirely client-side, where the
client requests a larger number of search results and reranks
them such that documents more likely to interest the user
are presented higher [3, 5].

The primary limitation of client side reranking is that the
system can only rerank the top N results. While rerank-
ing may allow effective personalization when web pages of
particular interest to the user are present, it cannot be ef-
fective if all top N results are similar. Anagnostopoulos et
al. recently proposed a method to sample search results to
avoid homogeneity [1]. We propose an alternative of us-
ing query-query reformulations to understand the variety
of user intents and improve the effectiveness of client-side
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reranking. By observing how large numbers of users modify
their search queries, we see which kinds of results tend to
be missing from the top of search results, from the user’s
perspective. For example, by looking at logs from a large
web search engine, we observed that the query “windows”
is often followed by specializations such as “windows xp”
or clarifications such as “house windows”. This suggests
that if we want to personalize results for a user who issued
the query “windows”, we may also want to consider results
for both of these reformulations. We believe that analyzing
query-query reformulations adds interesting diversity within
the result set by focusing on user intents that are not well
represented in the original results. We also believe that such
a method could be used to diversify general web search re-
sults, although we do not address this question here.

We first present our general strategy for diversifying search
results using query-query reformulations, then propose how
to select the reformulations to consider. Next, we describe
a method to measure result diversity. Finally, we present an
evaluation of the effectiveness of our approach.

2. DIVERSIFICATION METHODS
Assume that we want to personalize search by reranking

100 results using query reformulations to introduce diversity
into those results. Given a query q, we generate a set of k
related queries R(q). We then take 100

k+1
results from each

query in R(q) and from q. This gives D, a set of 100 results
to rerank. For our experiments we used k ∈ {0, 2, 4, 9, 19}.
When k=0, the top 100 results from the original query are
considered for reranking, and when k=19, the top 5 results
from q and from 19 reformulations are considered. We now
describe the data and algorithms used to select R(q).

To obtain query-query reformulations, we analyzed a large
sample of the query logs from a popular web search engine
over about 6 weeks. For each query qi we measured ni,
the number of times the query was observed, and pi, the
empirical probability that qi was followed by any other query
within a thirty minute time window. For a pair of queries
(qi, qj), let nij be the number of times qi was followed by qj .
pij =

nij

ni
is the empirical probability of qi being followed by

qj . p∗ij is the related symmetric measure p∗ij =
√

pijpji.
We developed three methods for generating R(q). The

Most Frequent (MF) method sets R(qi) to the queries qj

with highest nij . These are the queries that most often
follow qi. The Maximum Result Variety (MRV) method
greedily selects queries that are both frequent reformulations
(using pij) and different from other queries that have already
been selected (using p∗jk). We used a weighted combination
of these two factors, argmaxqj λpij−(1−λ)maxqk∈R(qi) p∗jk,
with λ = 0.5. MRV is motivated by the MMR measure



of Carbonell and Goldstein [2] and aims to select a set of
queries that are related to qi yet different from each other.
Finally, the Most Satisfied (MS) method sets R(qi) as the set
of queries qj with minimum pj and pij > 0.001 and nij ≥
2. This method finds queries that tend not to be further
reformulated yet occur with some minimum frequency.

3. DIVERSITY EVALUATION
Let match(di, u) measure how well document di matches

the interests of the user u. The maximum match in D,
diversity(D) = maxdi∈D match(di, u), reflects the extent to
which at least one result is very similar to a user’s interests.
We used the average value of diversity(D) across all users
as a measure of diversity for each method. We also looked at
measuring diversity using the top 2-5 match scores (rather
than just the maximum).

We measure match(di, u) using the relevance-feedback ap-
proach for reranking developed by Teevan et al. [5]. They
proposed a modification of the standard BM25 weighting
scheme, in which relevance information is obtained from a
local representation of a user’s interests:

wt = log
(rt + 0.5)(N − nt + 0.5)

(nt + 0.5)(R− rt + 0.5)
,

where N is the number of documents in the corpus, R is the
number for which we have relevance feedback, and nt and
rt are the number of documents in N and R that contain
the term t. We computed these weights for both individual
words (unigrams) and for pairs of adjacent words (bigrams):

matchunigram(di, u) =
X
t∈di

wt

matchbigram(di, u) =
X

ti,tj∈di

wti,tj

To compute these measures, we estimate the four parameters
for both unigrams and bigrams. N and nt were computed
from a sample of 1.5 billion web pages. R and rt were com-
puted for each user using a full text index of the files, emails
and web pages to represent their interests as in [5].

4. EXPERIMENT AND RESULTS
We evaluated these methods for 33 volunteers. Figure 1

shows the bigram match results for the diversification meth-
ods and five values of k. The MS method did not generate
enough reformulations for some of the user-specific queries
so we omit it for simplicity. The unigram match and alter-
native diversity measures follow the same general trends.

The evaluation was performed on two types of queries.
The lower three curves show the results for a set of 30 fixed
queries chosen from the search engine log. The queries var-
ied in frequency, topic, typical reformulation patterns, etc.
The upper two curves show the results for the most recent
queries in each user’s browser history, averaging 76 queries
per user. The main effect of query type (fixed, user) is re-
liable (F (1, 32) = 4.82, p = 0.022), showing that the match
score for queries of interest to the user are higher. The
main effect of diversification method is marginally reliable
(F (1, 32) = 3.30, p = 0.079), with MRV leading to some-
what higher diversity scores. The main effect of k is reliable
(F (4,128)=3.82, p=0.006), showing that diversity scores in-
crease as the number of reformulations considered increases.
Interestingly for the MF method the first few reformulations

0.60

0.70

0.80

0.90

1.00

199420

M
ea

su
re

 o
f d

ive
rs

ity
, d

ive
rs

ity
(D

)

k, the number of reformulations in R(q)

 MF: Fixed
MRV: Fixed
 MS: Fixed
 MF: User

MRV: User

Figure 1: Evaluation of MF, MRV and MS diversity
methods on a fixed query set (Fixed) as well as on
queries taken from users’ web browser cache (User).

reduce the result diversity. This suggests that the most fre-
quent reformulations are not very different in topic from the
original query. Even with this small initial dip, the linear
correlation between k and diversity score is strong and sig-
nificant (r = 0.90, p = 0.037).

Incorporating results from reformulations leads to higher
computational cost for each query. However we expect the
load to increase sub-linearly in k since results for common
reformulations will be in cache, and a user will reformulate
less often if they are satisfied with their first query.

5. CONCLUSIONS
In this poster, we presented a number of methods to col-

lect diverse results for a given query using past query refor-
mulations. Our evaluation suggests that this is a promising
method to improve personalized reranking of search results.
We will next evaluate these diversification techniques in an
end-to-end web search personalization system.
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